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Abstract— Building accurate and reliable complex machines
is not trivial (but necessary in most real life problems). Typical
ensembles are often unsatisfactory. Meta-learning techniquesn
be much more powerful in composing optimal or close to optimal
solutions to given tasks.

Efficient meta-learning is possible only within a versatile and
flexible data mining framework providing uniform procedures for
dealing with different kinds of methods and tools for thorough
analysis of learning processes and their results.

We propose a methodology for information exchange be-
tween machines of different abstraction levels. Inter-machine
communication is based on uniform representation of gained
knowledge. Implemented in a general data mining framework,

high accuracies of our classifiers solving tasks of the NIPS
2003 Feature Selection Challedg] and the Handwritten
Digit Recognition Competitioh organized with The Eighth
International Conference on Atrtificial Intelligence andftSo
Computing in 2006. The models we found were usually com-
plex model structures consisting of some data transfoonsti
like standardization, feature selection, features canstm
based on principal components analysis and some committees
of classifiers. We have also examined some aspects of member-
model competence in classification committees [4].

All such meta-learning approaches require large amount of

it provides tools for sophisticated analysis of adaptive processes calculations (e.g. to validate the candidate machinesrbef
of heterogeneous machines. The resulting meta-knowledge is 3they point to most attractive solutions. Many candidatestmu

brilliant information source for further meta-learning.

I. INTRODUCTION

be examined, numerous combinations validated often with
different optimization criteria. To make it all possible weed
a general data mining system, which efficiently manipulates

Most real life classification (and other data mining) tasksuch complex machines. Such system must provide:

are so hard, that single simple classifiers are very unlikely,
to successfully solve them. The need for complex machines
including different data transformations and classifmaten-
sembles is undeniable. Even simple ensemble construction
methods often end up with poor results because of different
reasons. To obtain high classification scores for different
datasets of different kinds, we need tools which facilitate ,
not only construction of classifiers, but also proper data
transformation and proper validation of complex struciuvé
machines.

Techniques leading to satisfactory solutions of different
problems are the subject of research caltedta-learning
Although this term has been used in numerous articles in

uniform way of machine configuration and machine
creation—the possibilities of adding, configuring, train-
ing, testing and removing machines in a standard way,
implemented as a set of project management routines in
such a way that does not burden the authors of particular
machines with the administration efforts,

uniform access to results of machine learning and tests,
so that meta-learning machines do not need much (or
even any) knowledge about the specificity of particular
machines,

uniform query system for gathering information from
submachines, facilitating versatile and efficient analysi
of gathered results.

the sense of ranking algorithms according to descendnme mechanisms must be uniform but not too restrictive, i.e.

probability of being successful when applied to given déja [
[2] or in the sense of simple ensembles construction, wetus$|
in much broader sense of learning how to learn differentstask

Our meta-learning ideas combine different heuristic ﬂearﬁ1
procedures based on knowledge extracted from past learnin

scenarios with active analysis of the results of applicatib
different methods to given data.

Efficient meta-learning techniques will more and mor

eneral enough to fit any kind of adaptive machines (also the
esults of machines which will be constructed in future).

The abstraction of management routines facilitates com-
unication between different machines within the projatt o
arﬂ)ropriate, different levels of abstraction. Dependewth
particular needs, general or detailed questions may belaske

a common language without the necessity to know the details
Bf the machines being used. This provides an excellent sourc

often present us successful models, which would be very

difficult for humans to find, because of their unusual strregu

http://www.clopinet.com/isabelle/Projects/NIPS2003/

Some of our research has already born the fruits of veryPhttp:/mww.icaisc.pcz.czest.pl/competition.htm



of knowledge (meta-knowledge) not only for basic analysis ¢ Inputs: ~ Outputs:
datasets, but also for advanced meta-learning. DUEl e ElD \ * decision tree classifier

- h b K Decision tree
During recent years we have been working on a syste Parameters: / adaptive \ Results (in repository):

which combines all the advantages mentioned above andsoff o spjit criterion process o number of tree nodes
unique universality and versatile kernel for wide appi@as$ |e stop criterion o traning data reclassification
in data mining, with special emphasis on advanced me|® °thers cothers )

learning. There are many data mining systems available on

the market (freeware and commercial), but we don’t know
any, providing so rich general functionality of the kernabla
being so suitable for multiple complex machines management

Section Il sketches some ideas of the system with special c) Inputs vs parametersThe difference between inputs
emphasis on the topics of this article (more informatioand parameters is that the function of inputs is to provide
is presented in [5]. Next, in section Ill, we describe theneans for exploiting outputs of other machines, while param
abstraction of machine results representation. In sedton eters do not interfere with external machines but specify ho
the general methodology of exploring the results is preskntthe adaptive process of the machine will operate on inputs to
and illustrated by examples. generate outputs and results.

d) Outputs vs results repositoryl:he distinction between
outputs and results is subtler and concerns the way they can

Our system is a general data mining tool eligible fope used by external machines. Both are the effects of the
any computational intelligence applications. It's abstien is  adaptive process of the machine, but while the outputs are to
based on generalized definitions miachineand model An  be bound with other machine inputs, the results are depbsite
abstract view ofinputs and outputs parametersand results in a special repository, which makes them available evear aft
provides general tools for machine management, indepéndgie model itself is released (for example when a vast amdunt o
of the kind of the algorithm. machine structures is tested, and together they would gccup

a) Machines and modelsn computational intelligence, too much memory). From the other side, the nature of outputs
the termlearning machinglearning methogdshortlymaching is to provide not only static information about the results,
is used to describe amdaptive algorithmA modelis defined but also methods, to perform the task of the model (e.g.
as the final result of application of a machine. Our approaelessification), while results repository is rather preitesi
extends these terms to encompass a broader (than usua) rapgcontain objects with sort of static information. Another
of components, because from the point of view of a genembplication of the results repository is machine labelifog:
data analysis framework there is no reason to differentiségample an ensemble can label its submachines to enable easy
between the algorithms for classification, approximation @urther analysis of their usefulness for that ensemble,lter fi
clustering and those for loading data, visualizing someetsp out a group of submachines and calculate some statistics for
of data, testing classifiers etc. the group etc.

We define amodelas a result of application of machine  An example of the scenario with inputs, parameters, outputs
(an algorithm) with some particulgvarametersto particular and results is shown in figure 1. It shows a decision tree ma-
inputdata. A model is an information carrier—this informatiorchine with single input of training data and some parameters
may be passed to other models by means of modigutsand of the adaptive process. The machine exhibits classifitatio

Fig. 1. Decision tree machine structure

Il. FUNDAMENTAL IDEAS OF OUR DATA MINING SYSTEM

may be put into a speciaésults repository routine as its output and deposits some numbers in the sesult
Such abstract idea of machine and model fits differerépository.
algorithms corresponding to different levels of abstiattilt e) Machine abstractionAll the ideas mentioned above

encompasses classifiers, data loaders, visualizationitees, are general enough to fit any kind of machine (classifier, data
tests like cross-validation, etc., and also a part of a cemplloader, classification test, etc.). As a result we createdeso
algorithm if only we specify its inputs, outputs etc. Sucfundamental classes to implement the common functionality
solution is very attractive from the point of view of theAll the aspects of access to inputs, output exhibition and
efficiency of calculations, because it allows to reuse pafts management, access to submachines and their configurations
models instead of performing multiple calculations of thene results repository navigation etc. have been implemered i
values. MachineBase class. The class is common to all possible
b) Machine hierarchies: All the machines within a machines and allows machine implementers to work only on
project compose two hierarchies. One is defined byinpat— the crucial code for particular machines.
output relationand has a form of a Directed Acyclic Graph Similar idea stands behind the configuration parameters of
(DAG). The other is defined by thgarent—child relationand the machine. Hence, we have created a genesafigBase
is also a DAG, and more precisely a tree. The parent—chitthss implementing the common functionality related to ma-
relation is also calledsubmachine relatiorand results from chine configuration and available to machine developers.
the fact, that machines are allowed to run other machines and’he system has the feature of machine reusability, i.e. if
use resulting models for their purposes. two or more machines of the same configuration are added



to the project, the calculations are performed once, and tiine analysis capabilities of the system (see the next sefdio
resulting machine is put into appropriate contexts. To Enabmore details).
such contexts, each machine is adequately encapsulaid (tHTo label the branch to chosen submachine a method on its

class which implements this, is call&xhpsule). capsule is called:
submachineCaps.AddToResultsRepository("Repetition”,
I1l. RESULTSREPOSITORY repetition);

submachineCaps.AddToResultsRepository("CV-fold",

To satisfy the uniformity of the results management, W& ro|d):
created external (to the machine) results repository @untd The object part of the results repository pair is optional.
items in the form oflabel-valuepairs. The strindabel lets  gometimes it is enough to use just the label, for example to
queries recognize the values, which canobgectscontaining  sign given submachine as a distribution board or a distibut
information of any type. The object may be a number, string,  gistrBoardCaps.AddToResultsRepository("Distribution
collection of other values, etc. In most cases objects sepite o™
numbers or collections of numbers. distributorCaps.AddToResultsRepository("Distributor");

For an example, consider a “classification test” machine. this form is useful also for machines, presenting their ltesu
should certainly have two inputs (a classifier and a datasetyhich have the form of a flag (the same functionality as with
classify) and preferably two outputs (one exhibiting theela poolean type values).
calculated for the elements of the input dataset and ondaéor t g) CommentatorsTo extend the functionality of results
confusion matrix). If we want to add the accuracy compute@pository, we have come up with the idea of machinen-
within such model to the results repository, all we have to d@entators It facilitates extending the information in results
is to submit the appropriate label-value pair. To add thaevalrepository about particular machines by external entiffés
of accuracy variable labeled a%Accuracy’, we need to call: necessity of such solution comes from the fact that the autho

machineBase.AddToResultsRepository("Accuracy”, accu- of the machine can not foresee all the needs of future users
racy); of the machine and can not add all interesting information
where themachineBase is the object ofMachineBase class to the results repository. On the other hand it would not
corresponding to our test machine. Note that each machife advantageous to add much information to the repository,
and its Capsule have their own results repository which ts NPecause of the danger of h|gh memory Consumption, which
shared by all machines but is accessible from machines rgbults repository is designed to minimize (in the case of
higher levels (parent machines). Exactly in the same way amemory-consuming machines they are freed and only the most
other machine can add anything to the results repository, fgecessary information is kept in the repository).
example SVM can provide the value of its margin, an ensembleCommentators have access to machine’s inputs and out-
can inform about its internals etc. puts, machine configuration, and they may also calculate new

Another useful possibility (especially for complex mavalues. They may extract the knowledge and put it to the
chines) is that the addition of label-value items can be dopgpository, from any part of the machine, its neighborhood,
not only in the context of the subject machine, but also in thg even its submachines.
context of its capsule (which can be seen here as a brancitommentators can be assigned to machines as elements of
leading to the machine). In this way, the parent machine céte ConfigBase class (see next section for more). The number
add some information about its submachine, which depensfsresults repository items for given machine and the size
on the context in which the child machine occurs, and whiaf objects deposited there are not limited. In order to avoid
the child can not be aware of. running out of memory, it is not recommended to deposit

f) Cross-validation exampleConsider an example of atoo much information in the repository, especially because
well known classifier testing methodology: the 10-fold srosit is hard to predict what will be really useful in further
validation (CV) repeated 10 times. To prepare it, a gener@halysis. An alternative is to use commentators which can be
machine calledRepeater may be used, because CV test is jusissigned to machines when necessary, saving both memory
its special case. In general it uses the concepigifibution and computation time.
boards and distributors The distribution board is used to To better understand the idea of commentators consider the
generate a number of distributors, and each distributonégfi example of classification test machine introduced in sactio
the inputs for a scenario being repeated. In the case oftexgpedll. By default it deposits to thaesults repositoryonly the
CV test, theRepeater uses CV distribution board, whichaccuracy of the input classifier computed for the input d#tas
generates 10 pairs of train-test datasets in a random wely, eas the most required result. Several other values may also be
pair is exhibited by a distributor, and is used to perform iateresting, and could be deposited in the repository, kewe
single CV fold. TheRepeater performs the whole procedureto save memory they are not put there by default.

10 times, so as a result, we get 100 submachines. Thanks t§&ometimes, it can be useful to add confusion matrix to the
the possibility oflabeling branches (capsules), queries mayesults repository. This can be done very easily because the
group submachines by their membership to given repetiticonfusion matrix is already an output of the test machinét so
or to thei-th folds of the CV tests. This significantly enrichess available without additional calculations. To add ccidn



matrix, a commentator dedicated to output of tylaTable searched according to a query resulting in a collectioredall
can be created. It needs just to send the matrix to the ressisies which then can be transformed in a wide spectrum
repository with a chosen label. After adding such commentatof ways (by special components, which can be added to the
to a classifier test machine via a ConfigBase, the confusisystem at any time to extend the functionality) providingvne
matrix will be available to other machines (for example gesults which can be further analyzed and visualized.
Repeater running a CV test, as a parent of the classification All the ideas ofseries theirtransformationsandqueriesare
tests and can easily calculate some statistical tests singe designed as abstract tools, adequate for any type of maghine
the confusion matrices, after all the child machines wegs that each new component of the system (a classifier, test
performed and possibly removed from memory. The same typte.) can be analyzed in the same way as the others, without
of commentator can be used to add class labels collectedtt®s necessity of writing any code implementing the analysis
the first output of classifier test. It can be done becausethésnctions.
labels are also of thBataTable type. h) Series:The collection of results obtained from results
On the basis of the confusion matrix, a few simple and pogepository as a result of a query is callseties In the system,
ular factors can be put in the results repository. For examp is implemented as a general cla&aries, which can collect
thesensitivity (recall) precisionandspecificity Naturally, they objects of any type. Typically it consists of a number of
all can be calculated and deposited by a single commentat@formation items, each of which, contains a number of value
Another useful commentator which can be defined fqtor example, each item of the series may describe a single
classification test can be helpful for different statidti=sts machine of the project with the value of its classification
like McNemar’s test. To perform such tests, the informatioaccuracy, the number of CV fold in which the machine was
about the correctness of classification of all the instardes created etc. Thus each item is a collection of label—valis pa
tested data is necessary (a vector of boolean values tellifgthe same way as in the case of results repository. Such

whether subsequent classifier decisions were right or Wrongspresentation naturally facilitates two main functioristiee
Again, such information can be computed on the basis of tBeries: grouping and filtering.

information contained within the classification test maehi T¢ divide a series into a group of series it is enough to

and its input data (the output labels must be compared onef¢cise the label which is intended to determine to which
one to the original class labels provided by the input ddta).group the item should belong. For example we may divide
is very easy to implement this commentator, but its usefisine, series of classifiers’ accuracies into groups correspgrii

for statistical analysis may be incredibly high. the corresponding number of CV fold.

The above examples show a small subset of the advantagegnother feature of theeries class is the possibility to filter
of results repository and commentators. The functionalify,; the items satisfying some condition. To achieve this it |
makes results manipulation independent of particular mash enoygh to call the filtering routine which is parameterizgd b
and provides efficient and versatile access to results @fta®a |ghe| and the filter predicate: the returned series will amt

processes. The ideas are especially valuable for metai€ar e items for which the value corresponding to the label
which needs universal and flexible tools for every possibleisfies the predicate.

aspect of computational intelligence. i) Series transformations:The series resulting from

IV. QUERY SYSTEM gueries may not correspond right away to what we need. Thus

The aim of the methodology of results repository and confe have intro_duced the conceptsér_ies transformationdn
mentators is to ensure that all the machines in the project eneral the aim of transformations is to convert a number of
properly described and ready for further analysis. Gaﬂgeri'np”t serles.mto a single output series. Some of the mo$tiuse
adequate results into appropriate collections is the thskep transformations seem to be:
guery system « a concatenation of series into one series (e.g. for group-

The features of a functional query system include: ing together the results of two classifiers into a single

. efficient data acquisition from the hierarchy of machines, ~collection),

. efficient grouping and filtering of the collected items,  « combining two (or more) series of equal length into a

« a possibility to determine pairs of corresponding results ~ single series of items containing the union of label-value

(for paired t-test etc.), pairs from all the items at the same position in the input
« a possibility of performing different transformations of series,
the result collections, « calculating the differences of some values describing

« rich set of navigation commands within the results visual-  items within two series (e.g. for the purpose of easy
ization application, including easy machine identificatio ~ testing of statistical hypotheses like paired t-test).
for a result from a collection, navigation from collections « calculating statistical tests (t-test, McNemar test,)edc.
to machines and back, easy data grouping and filtering, SOme properties (correlations, means, median etc.)
etc. j) Queries: To obtain a series of results collected from
The main idea of the query system is that the resultesults repository, we need to rurgaery. A query is defined
repository, which is distributed throughout the projeetn de by:



« the root node i.e. the node of the project (in fact aSuch query gives us a series of four accuracies calculated by
machine capsule), which will be treated as the root of thiestA or TestB machines.
branch of the parent—child tree containing the candidatelf we like to calculate the average accuracies for each
machines for the query, repetition of the CV separately, we need the four values to

« the condition(-s)defining which machines of the branchbe separated into two groups of two. To do this, we need to
will actually be queried, (usually, and especially wheinclude the repetition number in the collection of labelse W
the whole branch is very large, we do not want to quergre allowed to include as many labels as we like, so lets add
each node of the branch, but only the subset of machirtke CV fold label too. Both theRepetition and the Cv-fold
derived from a single configuration object, e.g. the kNMabels are assigned to the connection leading to the box with
classifiers run within a CV—such restriction is verylassifiers (R1 or R2 and F1 or F2), so appropriate informatio
advantageous from the point of view of computationahust be included, but it is too technical to describe it here.

complexity), As a result we obtain a series of four items consisting of the
« thelabelsto collect, which correspond to label-value pairsalues of accuracy, repetition number and CV fold number.
in the results repository. Now it is enough to call appropriate method of tBeries

glass to group the data by thepetition or by the CV-fold.

The result of running a query is the collection of item Iso fil h | i h q
corresponding to the machines occurring in the branch doota/e ¢an also filter out the results corresponding to the secon

at theroot nodeand satisfying thecondition Each of the repetition zf the CV t(i the _ff|_rst Cv f(f)ldhetg_.ﬁ \
items is a collection of label-value pairs extracted for th To test the statistical significance of the differences

collection of labels For greater usefulness, the labels in th ekresultshof kNN gnthVM Wi(t; p?i:gd t—test (ithdoes not
third parameter of the query, are searched not only Withm""de rrr:uc s%nse n t 3 casz Zho CV,b ut tfe way
the part of results repository corresponding to the queridd d0 the test does not depend on the numbers of repetitions

machine, but also in the description of parent machines (& Cr\]/_ folds),dwsei/nMeed tcrj]_collect the relsults gf all _tk?ed k'\kl)N
will see the advantage of such a solution in the foIIowinglaC Inés an machines separately (as describe a ove)
examples). nd transform the two series into the series of accuracgrdiff

Consider the example of machine structure presented qnces with the proper transformation machine, then groep th

figure 2. It is a sketch of the hierarchy of machines obtain rgsults by the repetition number, calculate standardstiti

Wih . tpeater machine runing twe 240k OV of i o JOUR 87 e e averege and stndard cevaton
classifiers (in parallel) kNN and SVM. Each labeled box P '

represents a single machine. There are also four groupsaro]ld paired t-test are implemented as series transfornsation

. . . the whole process from the query result to the final t-test
classifiers and their tests encircled by unnamed boxes—they . . = : . .

. - . cision is a sequence of different series transformations
are the scenarios defined to run in each fold of the CV. T

bullets in the left part of the boxes represent machine gpu uch design of the query system provides universalism on an

) . . unprecedented scale.
and those at the right side—the outputs. As described beforeAnother query may initiate the way to testing statistical

the repegter machlne fepe"?“s a sequence of runs resul{m_g frS|gn|f|cance with the McNemar's test. To run the test procedu
the configuration of the distribution board. The two “Distf . . ) .
" S .\ve need two series of correctness flags, as described insecti
Board” boxes correspond to the CV distribution board, whic .
R . S 1. We need the commentator described there to generate suc
splits its input dataset into 2 parts, preparing it for the. CV . e :
o~ g ...~ series for each of the classification test machines. Then the
The “Distr” boxes are distributors—they use the distribatio

board output to exhibit proper training and test datasets Aes of these series (obtained for different test mashimey

. : . concatenated with the proper transformation into ong lon
their outputs. The repeater created a scenario defined at Eﬁﬁection for kNN and one for SVM. Please notice that such

configuration stage for each of the distributors. The sdenar trate reserves the correspondence of the results fisr kN
assumed creation of kNN and SVM machines with inputss gy p P

bound to proper CV training data and one classification test fand SVM at each position of the two resulting series. Thus the

each of the two classifiers. The test machines’ inputs artadbou'vlc,\lemar test (also implemented as a series transformation)

. i . can be applied to the two series yielding the final result.
to corresponding classifiers and CV test data respectively. . . - .
. . . Another interesting application of the query system is the
After the structure of machines is created and the adapti

finished. diff . | h ﬁalysis of classification test results vs kNN machine param
processes finished, different queries may explore the Sl ¢ por example, when kNN is configured to automatically

repository. The most desirable query in such case is thaigelect its “k” parameter for given training dataset, we may b

the query for the cqll_ectlon of C\./ test f:laSS|f|cat|on rgsul interested to see the dependency between test accuracy and
of each of the classifiers. To achieve this we may define t

in the followi ) value of “k”. To do this we need a series containing items
query in the following way: describing both KNN and TestA machines. Thus we may run

« theroot nodeis the repeater node, two queries with the repeater machine capsule as the roet nod
« the conditionis being derived from the TestA or TestBOne of the queries will collect the values of “k” from the
configuration respectively for KNN and SVM, kNN machines (the condition should specify that the queried

« the collection oflabelscontains just the “Accuracy” label. machine must derive from theonfigBase of kKNN). The other
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Fig. 2. A repeater machine performed twice a 2-fold crossdaditbn of two classifiers.

query will analogously collect the accuracies from the itssuin our versatile and efficient data mining system. This frame
repository corresponding to the TestA machines. Provides twork guaranties the exchange of any information, between
two series (results of running the two queries) we can combimachines of any complexity. Universal mechanisms for tesul
the series with the adequate series transformation, amd thepositories services, powerful system of informatiomiegal
group the results by the values of “k”. After application ofrom repositories and their manipulation, offer a multeuaf
standard statistics for each of the groups we can visualigessibilities never met in known meta-learning or otheradat
average accuracies and standard deviations for the “k’egalumining systems. The results repositories may contain bgger
that were selected by the KNN machines. neous information. Moreover, the commentators may be used

The number of possible combinations of different commete extract additional information from already implemeahte
tators, queries and series grouping, filtering and transfier machines to extend possibilities of further analysis. gshme
tions is huge even with a small set of basic commentatggstem of queries for results repositories, series andseri
and transformations. Since the system is open in the seiresmsformers, one can obtain answers for very broad range
that any SDK user can add new commentators and seriggjuestions and successfully mine for meta-knowledge.
transformations, the possibilities of results analyséssar rich, All these features cooperate with the rest of our system in
that we can claim, they are restricted only by user inventioperfect harmony.
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at any time according to user requirements.

V. SUMMARY

There is no meta-learning without meta-knowledge. This is
why we proposed new framework for information exchange



